US005960404A

United States Patent [
Chaar et al.

(1] Patent Number: 5,960,404
[45] Date of Patent: Sep. 28, 1999

[54]

[75]

MECHANISM FOR HETEROGENEOUS,
PEER-TO-PEER, AND DISCONNECTED
WORKFLOW OPERATION

Inventors: Jarir K. Chaar, Tarrytown; Brent T.
Hailpern, Katonah, both of N.Y;
Edwin S. Park, Middletown, N.J.;
Santanu Paul, New York, N.Y.

Assignee: International Business Machines
Corp., Armonk, N.Y.

Appl. No.: 08/919,838
Filed: Aug. 28, 1997

Int. CLS oo GO6F 17/60, GO6F 9/44
US.ClL e 705/8; 705/9; 705/11;
707/104; 395/672; 395/674

Field of Search ............c.ccoovvvvvevin. 705/7, 8, 9, 1,
705/10, 11; 395/670, 672, 673—677, 707/1,

100, 101, 103, 104

References Cited
U.S. PATENT DOCUMENTS

5,535,322 7/1996 Hecht ...cccvvviiiviniiiiiiiriiicine 705/1
5,721,912 2/1998 Stepczyk et al. . .
5,721,913 2/1998 Ackroff et al. ...... ... 707/103

5,802,493  9/1998 Sheflott et al. ... ... 705/1
5,809,265 9/1998 Blair et al. ........ 345/339
5,819,263 10/1998 Bromley et al. .....ccovvvuivvvvnnenne 705/3
5,826,020 10/1998 Randell ........ 395/200.32
5,826,239 10/1998 Du et al. cooeuecvevceneeceirceenne 705/8
5,828,375 10/1998 Nomura et al. ...oocoeververeennennnn. 345/339

FOREIGN PATENT DOCUMENTS

197 12 946
Al 12/1997 Germany .
WO 97/07472  2/1997 WIPO .

Primary Examiner—James R. Trammell

Assistant Examiner—Cuong H. Nguyen

Attorney, Agent, or Firm—Scully, Scott, Murphy & Presser;
Kevin M. Jordan, Esq.

[57] ABSTRACT

A mechanism for heterogeneous, peer-to-peer, and discon-
nected workflow execution across a network infrastructure.
Performer Agent entities provide a homogeneous view of
humans, applications, and heterogeneous workflow systems
and components that act as Performers on the network by
executing Tasks. Source Agent entities provide a homoge-
neous view of heterogeneous service requesters such as
workflow scripts executing on different workflow systems,
which generate Activities that need to execute on Performers
as Tasks. Task Request and Task Response messages are
used to standardize the communication between Source
Agents and Performer Agents, along with other messages for
controlling and queuing Tasks. Workflow systems interact
with each other as peers using this mechanism by sending
workflow execution requests, workflow script templates,
and workflow execution environments to each other. Dis-
connected operation is handled by ensuring the continuous
availability of Source Agents and Performer Agents on the
network and providing a mechanism for Sources to discon-
nect from Source Agents and Performers to disconnect from
Performer Agents.

48 Claims, 25 Drawing Sheets
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MECHANISM FOR HETEROGENEOUS,
PEER-TO-PEER, AND DISCONNECTED
WORKFLOW OPERATION

BACKGROUND OF THE INVENTION

The present invention is related to workflow management
systems, and in particular to a distributed computer system
for workflow execution across a network infrastructure.

Workflow systems are essential to organizations that need
to automate their business processes. Workflow systems
allow organizations to specify, execute, and monitor their
business processes in an efficient manner over enterprise-
level networks. This has the net effect of improved through-
put of processes, better utilization of organizational
resources, and improved tracking of processes.

Many workflow systems are commercially available.
Even though many workflow systems exist, interoperability
across these systems is a technical problem. The systems are
monolithic and proprietary, and workflows cannot extend
beyond a single workflow system. To solve this problem, the
Workflow Management coalition (WEMC), an industry-wide
consortium of major workflow system vendors, has defined
a standard workflow architecture, described in the document
“The Workflow Reference Model” [WFMC-TC-1003]. The
model defines the major components of a workflow system
and a set of interfaces between workflow system compo-
nents. The major components it describes are a Process
Definition or Builder Tool to capture business process logic
in a high-level notation; a Workflow Server that acts as the
nerve center of the workflow system; Workflow Clients that
are used by users to view and interact with the contents of
their worklists; Workflow Applications that are invoked by
the workflow server to perform automated activities; and
finally, Administration & Monitoring Tools used to admin-
ister the execution and monitor the status of work flowing
through the workflow system using Audit Data.

The WIMC Reference Model also defines interfaces
between these components. Interface 1 (builder-server
interface) defines a common process definition format for
the interchange of static process specifications between a
Process Definition Tool and a Workflow Server [WFMC-
WGO01-1000]. Interface 2 (client-server interface) defines an
API that provides a complete range of interactions between
a Workflow Client and a Workflow Server [WFMC-TC-
1009]. These include worklist interaction, query and control
of workflow processes and their activities, and administra-
tive functions. Interface 3 (application invocation interface)
is not currently available, but is intended to describe how
applications are invoked. Interface 4 (server-server
interface) defines an API that describes the interactions
between two Workflow Servers [WFMC-TC-1012]. Inter-
actions include initiation, query and control of workflow
processes and their activities, and administrative functions.
Finally, Interface 5 (monitor-server interface) defines audit
data for administrating and monitoring a Workflow Server
[WFMC-TC-1015].

The WEMC standard has significant weaknesses that make
it unsuitable for a heterogeneous, distributed computing
environment. Specifically, the design of current workflow
systems based on the WIMC standard makes them inappro-
priate for workflow execution across wide area networks
such as the Internet, where scalability, flexibility, and
interoperability across heterogeneous systems and networks
is the needed. The weaknesses of the WEMC architecture
stem from the monolithic nature of the workflow server,
which is responsible for process execution, management of
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2

the Staff Directory, binding of activities to participants and
distribution of work items to appropriate workflow partici-
pants (performing role and group resolution as necessary),
worklist management for all workflow participants who
receive work items from the server, and application invo-
cation. This leads to the following problems:

1. Participants cannot be shared by multiple workflow
systems: Since participant worklists are hidden within the
workflow server and are not externally addressable, pro-
cesses are only able to send work items to worklists that
reside in the same workflow server. Thus, in order for a
participant to participate in multiple workflows running on
heterogeneous servers, an identity and a worklist must be
maintained separately inside each workflow server the client
wishes to receive work from. In addition, the workflow
client must now manage multiple client connections to each
of these workflow servers in order to receive work. This
overloads the client application with unnecessary function-
ality; whenever a participant wishes to participate in a large
number of workflow applications from different servers, the
participant has to connect to each server and explicitly ‘pull’
work from it. Because of the complexity in the client, this
architecture is not suitable for workflow participation using
thin clients and lightweight, portable computing devices
such as personal digital assistants. From a distributed design
perspective, this is an unscalable solution.

2. Participants cannot work in disconnected mode: Even
though work items are logically owned by the workflow
participants, the WEMC architecture assigns the task of
managing work items to the workflow server. Consequently,
the participant interacts with a remotely located work item,
and each interaction between the participant and an associ-
ated work item results in a remote access (usually a Remote
Procedure Call (RPC)). While this design has potential
benefits when work items must implement some server-side
functionality, it imposes severe constraints on disconnected
workflow participation, since the network must be con-
stantly available for the participant to do any work. The
WIMC standard also involves workflow servers in client-
side application invocation, via the proposed Interface 3. For
example, if a participant needs to invoke a local application
such as a word processor as part of a work item, the
workflow server that owns the work item must invoke the
word processor on the participant’s behalf on the partici-
pant’s machine via the proposed Interface 3. The conse-
quence of this intrusive approach is that participants can
work only when directly connected to the workflow server-
they cannot operate in a disconnected mode.

3. The execution of work is not transparent: The WEMC
architecture makes clear distinctions between how the server
assigns work items to human participants, how it invokes
workflow scripts on other servers, and how it manages
application invocation. For the first, it assigns work items to
its internal worklist and expects the participant to explicitly
‘pull’ the contents of the worklist using Interface 2. For the
second, it explicitly ‘pushes’ a request to another server
using Interface 4. For the third, it performs a synchronous
procedure call using Interface 3.

Treating work in three different ways leads the server to
early judgments about the actual implementation of an
activity. This leads to a loss of transparency, and makes it
difficult for a work item at the level of the requesting server
to be dynamically bound and implemented as a workflow by
a participant domain at execution time.

U.S. Pat. No. 5,530,861 describes a task management
method that allows humans to receive and manage tasks
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from different sources such as other individuals, process
engines, and application agents. The task management
scheme assumes that tasks are always performed by humans,
and provides a standard way in which a human user can
interact with tasks assigned to the user. The method does not
deal with interoperability of workflow systems. It also does
not deal with distributed workflow execution with respect to
how tasks can be treated uniformly across application
invocations, workflow script executions on heterogeneous
systems, and human participants across a network. It does
not deal with issues of disconnected operation, and
recursive, dynamic workflow execution.

SUMMARY OF THE INVENTION

The present invention deals with the use of a distributed
computer system that spans local-area networks (LANS),
wide-area networks (WANS), and global networks and pro-
vides a homogeneous view of heterogeneous workflow
systems and components. The system is called a distributed
workflow system. As a result of the present invention,
workflow scripts or applications can be executed in a
scalable manner using components scattered across the
distributed workflow system. The present invention facili-
tates peer-to-peer interactions between multiple autonomous
and proprietary workflow systems. The present invention
also facilitates disconnected or occasionally connected
operation of workflow components.

The present invention achieves the following desirable
features:

1. Workflows executing on different workflow servers can
reuse the same service providers, components, or applica-
tions on the network. Workflow participants can receive
work from and interoperate with heterogeneous, proprietary
workflow servers without using proprietary or dedicated
workflow clients.

2. Human workflow participants need to interact with a
single Worklist, which is addressable by different workflow
servers, and receives all work on behalf of the participant.

3. Workflow-enabled applications and components can be
developed and installed by third-parties on the network, and
these applications and components can be utilized by and
interoperate with multiple workflow servers.

4. Workflow servers can use a wide range of internal
workflow execution mechanisms, ranging from rule-based
workflow interpretation to control-flow based graph inter-
pretation to hardwired workflow applications or scripts, and
operate seamlessly within the distributed workflow system.

5. Heterogeneous and proprietary workflow servers
installed in different organizations can interoperate by trig-
gering pre-installed workflow applications on each other, or
by downloading workflow applications to each other on
demand.

6. Workflow participants, designers, and administrators
can participate in workflows even when they are discon-
nected or occasionally connected to the network.

7. Workflow servers are treated like any other workflow
participant; hence, work assigned to a participant may be
dynamically refined and implemented as an independent
workflow. This allows dynamic workflow decomposition, or
late-binding of work to workflows.

These improvements are accomplished by providing:

1. A workflow abstraction called Source that represents a
workflow or service requestor that generates a sequence of
service requests as part of a process execution.

2. Aworkflow abstraction called Performer that represents
a service provider (human, application, or workflow server)
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that provides services in response to service requests gen-
erated by Sources.

3. Aworkflow component called Source Agent that acts as
a proxy to a Source. The Source Agent is always connected
to the network and represents the Source in its interactions
with Performers. The Source may be occasionally connected
to its Source Agent.

4. A workflow component called Performer Agent that
acts as a proxy to a Performer. The Performer Agent is
always connected to the network and represents the Per-
former in its interactions with Sources. The Performer may
be occasionally connected to its Performer Agent.

5. A workflow message called Task Request that repre-
sents a service request sent to a Performer; and a workflow
message called Task Response returned to a Source as a
service response.

6. A continuously available Network that allows Source
Agents and Performer Agents to communicate with each
other.

In addition, the present invention provides a mechanism
for disconnected workflow participation. An occasionally
available Source-side network allows a Source to connect
and disconnect from its Source Agent. Similarly, a
Performer-side network allows a Performer to connect and
disconnect from its Performer Agent.

The present invention provides a mechanism for
heterogeneous, autonomous, workflow systems or servers to
execute on the same distributed workflow system. Sources
may be workflow scripts executing on a wide variety of
workflow systems, or they may be hardwired process-based
programs.

The subject invention provides a mechanism for hetero-
geneous service providers or Performers to present a com-
mon interface to the Sources in the distributed workflow
system. Performers may be humans participants, or hetero-
geneous programs and applications, or workflow servers that
can execute other workflows.

The present invention provides mechanisms for Per-
former Agents and Performers to interact in different ways.
The most common interaction occurs when a Performer
Agent acts as a Worklist (or inbox) for its Performer, which
acts as a Pull client. Since the Performer Agent is address-
able on the network, various Sources can send work to the
Performer via its Performer Agent, without the Performer
having to pull work from each of them. Another interaction
mechanism is when a Performer Agent acts as a client to its
Performer, which is a program or application. Another
interaction mechanism allows the Performer Agent to act as
Push Server for the Performer.

The present invention provides a mechanism for hetero-
geneous workflow servers to implement Source and Per-
former interfaces appropriately and thus engage in peer-to-
peer workflow operation. The peer-to-peer operation allows
workflow servers to both receive work from and assign work
to other workflow servers.

The present invention provides mechanisms for workflow
scripts and workflow execution environments to be down-
loaded across domains on demand. The present invention
provides a mechanism by which Worklists associated with
Performers are managed on the network by independent
Worklist Servers, outside the scope of the Workflow Server.

The present invention provides a mechanism by which
Performer Agents can be located on the network using a
directory or trading service.

These and other improvements are set forth in the fol-
lowing detailed description. For a better understanding of
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the present invention with advantages and features, refer to
the description and to the drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows schematically an overview of a preferred
embodiment and particularly shows how the distributed
workflow system allows multiple workflow Source and
Performer entities to interoperate using a public communi-
cation protocol that uses Task Request and Task Response
messages.

FIG. 2A shows how a Source assigns Tasks to a
Performer, and the return of results to a Source from a
Performer.

FIG. 2B shows how a Source controls and queries tasks
on a Performer.

FIG. 3 shows how a Source exchanges Activity service
requests and responses with its Source Agent via a private
communication protocol.

FIG. 4 shows how a Performer Agent exchanges task
service requests and responses with its Performer via a
private communication protocol.

FIG. 5 shows the structure of the Task Request and Task
Response messages exchanged between Source Agents and
Performer Agents.

FIG. 6 shows different implementations of Source Agents
that permit heterogeneous Sources to participate in the
distributed workflow system.

FIG. 7 shows different implementations of Performer
Agents that permit heterogeneous Performers to participate
in the distributed workflow system.

FIG. 8A shows how a Performer Agent can act as a
Worklist for a human Performer.

FIG. 8B shows how a Performer Agent that acts as a
Worklist allows a human Performer to be addressed by
multiple, heterogeneous Sources.

FIG. 8C shows how Performer Agents that act as
Worklists can be managed on the network via dedicated
Worklist Servers, which are outside the scope of the Sources.

FIG. 9 shows how a Performer Agent can act as a client
to a backend server or application.

FIG. 10 shows how a Performer Agent can act as a Push
Server to a Push Client such as a PDA (cell-phone, pager,
etc).

FIG. 11 shows how a Performer Agent can represent a
workflow server, via which requests for executing workflow
scripts can be sent to the workflow server.

FIG. 12 shows how a Workflow Script Source Agent and
a Workflow Server Performer Agent interact in a peer-to-
peer fashion so that a parent workflow script of one Work-
flow Server can request the execution of a pre-installed
subworkflow script in another Workflow Server.

FIG. 13A shows how a Workflow Script Source Agent and
a Workflow Server Performer Agent interact in a peer-to-
peer fashion so that a parent workflow script of one Work-
flow Server can download the template of a subworkflow
script to another server and have it executed.

FIG. 13B shows how a Workflow Execution Environment
to execute a workflow script can be downloaded along with
the workflow script.

FIG. 14 shows how distributed workflow execution can
continue even when a Source is disconnected from its
Source Agent.

FIG. 15 shows how distributed workflow execution can
continue even when a Performer is disconnected from its
Performer Agent.
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FIG. 16 shows how group and role managers can be
implemented in a distributed workflow system using Per-
former Agents and Source Agents.

FIG. 17 shows how a Task Request sent to a Performer
Agent can be forwarded to other Performer Agents for
execution.

FIG. 18 shows how multiple Source entities can share the
services of a single Source Agent.

FIG. 19 shows how a Performer Agent can act as a Shared
Worklist that can be accessed by multiple Performers.

FIG. 20 shows how to locate Performer Agents on the
network via a directory service.

FIG. 21 shows a Workflow Specification Environment for
Workflow Scripts.

The detailed description explains preferred embodiments
of our invention, together with advantages and features, by
way of example with reference to the following drawings.

DETAILED DESCRIPTION OF THE
INVENTION
Basic Structure of a Preferred Embodiment of the Invention

In a preferred embodiment of the present invention, the
distributed workflow system for heterogeneous, peer-to-
peer, and disconnected operation is a collection of cooper-
ating computer programs on the network, as shown in FIG.
1. Specifically, the computer programs are implemented as
distributed Java objects, and utilize the Remote Method
Invocation mechanism developed by Javasoft, Inc. for com-
munication. While the preferred embodiment makes use of
distributed object technology and the Java programming
language, any general-purpose message passing mechanism
and programming language is sufficient to implement the
features of the present invention. For the purposes of teach-
ing this invention, the following description of a preferred
embodiment uses the general concepts of messages and
entities, instead of the object-oriented terminology of
objects and method invocations.

According to the present invention, Sources 100 and
Performers 120 exchange standard messages with each other
to execute workflows on a network. A typical Source 100 is
a workflow script that executes within some workflow
system. An example of a workflow script would be a
Business Loan Approval process in a bank, which executes
as a sequence of steps whenever a business applies for a
loan. The first step would be to collect all the information
from the applicant by a customer representative. Next, two
steps can occur in parallel. The business plan can be checked
by an expert familiar with the line of business. At the same
time, the repayment plan can be checked by a banker for
feasibility. If both these steps are successful, a credit evalu-
ation firm would be notified to check the credit history of the
applicant. If it is favorable, a decision to issue a loan would
be made by the bank, and the applicant notified. In this
example, the Business Loan Approval process would be
implemented as a workflow script within a workflow
system, and the script would be called a Source 100.

In the example, Performers 120 are entities that execute
the steps, such as the customer representative, the expert, the
banker, and the credit evaluation firm. Performers 120 can
be humans, computer programs and applications,
organizations, etc. that provide services to Sources 100 such
as workflow scripts. Multiple Sources 100 can share the
services of the same Performer 120. For example, the same
credit evaluation firm could be used as a Performer 120 by
many different banks, and the same expert can evaluate
many loan applications.
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According to the present invention, a Source Agent 110 is
a proxy for a Source 100 and a Performer Agent 130 is a
proxy for a Performer 120. A Source Agent 110 is a
computer program written in the Java programming lan-
guage that generates service requests on behalf of a Source
100. The Performer Agent 130 is also a computer program
written in the Java programming language that receives
service requests on behalf of a Performer 120. A Task
Request 140 is a message that contains a service request
sought by a Source 100 from a Performer 120. A Source
Agent 110 sends Task Requests 140 to appropriate Per-
former Agents 130, and receives Task Responses 150 on
behalf of the Source 100. A Performer Agent 130 receives
Task Requests 140 and returns Task Responses 150 to the
appropriate Source Agents 110. In a preferred embodiment,
Source Agents 110 and Performer Agents 130 are imple-
mented as distributed Java objects on the Network 160. The
Source Agent 110 is continuously connected to the Network
160 via a connection 115. Similarly, the Performer Agent
130 is continuously connected to the Network 160 via a
connection 135.

In a preferred embodiment, Source Agents 110 and Per-
former Agents 130 are treated as abstract interfaces written
in Java, and concrete classes with specific Source Agent 110
and Performer Agent 130 semantics are defined to imple-
ment the abstract interfaces. This is in keeping with good
object-oriented technology principles. For the purposes of
this example, Source Agents 110 and Performer Agents 130
are treated as the concrete implementations as opposed to
abstract interfaces, with no loss of generality.

Flow of Work

According to the present invention, work flows through
the distributed workflow system via a combination of private
and public messages described in FIG. 2A. A Source 100
generates Activities 230, which are its private representation
of individual units of work. To execute an Activity 230, the
Source 100 issues an activity service request message 210
using its own private communication protocol that is
received by its Source Agent 110. The Source Agent 110
translates the activity service request 210 into a standard
Task Request message format 140 and sends it to a Per-
former Agent 130. The Performer Agent 130 acknowledges
the Task Request message 140 by immediately returning a
Task Request Acknowledgment 145 containing a Task ID to
the requesting Source Agent 110, which can then use the
Task ID for future reference. Next, the Performer Agent 130
translates the public Task Request message 140 into a
private task service request message 240 for its Performer
120. The Performer 120 receives this message and creates a
Task 260, which is its private representation of a unit of
assigned work. After the Task 260 is completed, a private
task service response message 250 containing the Task
results is returned to the Performer Agent 130. The Per-
former Agent 130 translates this message into a standard
Task Response message 150 and returns it to the appropriate
Source Agent 110 that originated the Task Request message
140. The Source Agent 110 then translates the Task
Response message 140 back into a private activity service
response message 220 and sends it back to the Source 100,
thus completing the Activity 230.

The present invention also allows Sources 100 to issue
task control and task query requests to Performers 120, as
shown in FIG. 2B. When an executing Activity 230 in a
Source 100 needs to be aborted, suspended, or resumed, the
Source 100 sends a private control request 270 to its Source
Agent 110 via its private protocol. The Source Agent 110
then generates a standard Control Request 271 and sends it
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to the Performer Agent 130 that is executing a Task 260 on
behalf of the Activity 230. Based on the contents of the
Control Request 271, the Performer Agent 130 takes the
necessary proprietary or internal action to either abort,
suspend, or resume the Task 260 on the Performer 120. Next,
the Performer Agent 130 returns a Control Response 274 to
the Source Agent 110. Similarly, the Source 100 may wish
to query the status of a Task 260 running on a Performer 120.
It sends an appropriate query request 280 to its Source Agent
110 via its private protocol. The Source Agent 110 then
generates a standard Query Request 281 and sends it to the
Performer Agent 130 that is executing the Task 260. The
Performer Agent 130 interacts with the Performer 120 to get
the status of the Task 260. Finally, the Performer Agent 130
returns the status to the requesting Source Agent 110 via a
standard Query Response 284. It is important to note that
both Control Request 271 and Query Request 281 contain
the Task ID of the Task that needs to be controlled or
queried, which is obtained as a part of the Task Request
Acknowledgment 145 in FIG. 2A.

It is important to note here that the communication
between a Source 100 and a Source Agent 110, as well as
that between a Performer 120 and Performer Agent 130,
happens via proprietary or private communication protocols.
However, the communication between Source Agents 110
and Performer Agents 130 happens via a public communi-
cation protocol that defines standard messages such as Task
Request 140 and Task Response 150 messages. This allows
arbitrary Sources 100 and Performers 120 to communicate
with each other. The other important concept is that for every
private Activity 230 generated inside a Source 100, a cor-
responding Task 260 is created and executed on a Performer
120. There is thus a one-to-one correspondence between
Activities 230 and Tasks 260.

According to the present invention, Sources 100 and
Source Agents 110 contain certain internal components, as
shown in FIG. 3. A Source 100 consists of an Activity
Generator mechanism 310 that is responsible for generating
Activities 230. Usually, this is an execution mechanism of a
workflow script. The Source Agent 110 consists of a Task
Request Dispatcher component 330 that is responsible for
receiving Activity Service Requests 210 and generating and
forwarding Task Requests 140. It also consists of a Task
Response Handler component 320 that is responsible for
receiving Task Responses 150 from the network 160 and
returning Activity Service Responses 220 to the Source 100.
It is important to note that the core function of the Source
Agent 110 is to receive responses on behalf of the Source;
an alternative implementation would be to have the Task
Request Dispatcher 330 outside the Source Agent 110, and
use the latter merely as a way to receive Task Responses 150
over the Network.

Symmetrically, according to the present invention, Per-
formers 120 and Performer Agents 130 contain certain
internal components, as shown in FIG. 4. A Performer 120
consists of a Task Handler mechanism 430 that is respon-
sible for executing Tasks 260 that correspond to Activities
230 on the Source side 100. The Performer Agent 130
consists of a Task Request Handler component 410 that is
responsible for receiving Task Requests 140 and instantiat-
ing Tasks 260 on the Performer 120. It also consists of a Task
Response Dispatcher component 420 that receives Task
Service Responses 250 from the Performer 120 and returns
Task Responses 150 to the Source 100 over the network 160.
It is important to note that core function of the Performer
Agent 130 is to receive requests on behalf of the Performer;
an alternative implementation would be to have the Task






